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QUESTION ONE (30 MARKS)

(a) (i)Define the terms subspace of vector spaces and a basis of a vector space (2mks)

(ii) Determine whether ∶ ℝ → ℝ defined by ( ) =[ , − , 2 + ] is a linear transformation. (5mks)

(b) Determine which of the matrices = 1 3 20 0 00 0 1 , = 2 4 01 3 20 0 0 , = 0 −1 20 0 30 0 0 ,

and = 1 30 0 2 51 30 00 0 0 30 0 are in achelon form. (4mks)

(c) Solve the system below using Gaussian Elimination with back-substitution. (4mks)− 3 = −52 + 3 − = 74 + 5 − 2 = 10
(d) (i) Show that the vector ⃗ = ( , 2 ) in ℝ is a subspace of ℝ (4mks)

(ii) Determine whether the set of vectors below is linearly independent or dependent
(5mks)

S = 2 10 1 , 3 02 1 , 1 02 0
(e) (i) Find the kernel of the linear transformation ∶ ℝ → ℝ represented by

T( , ) = ( - 2 , 0, - ). (3mks)

(ii) Determine whether the vector = [1, −7, −4] is in the span of vectors= [2, 1, 1] and = [1, 3, 2] (3mks)

QUESTION TWO (20MARKS)

(a) Use Gauss – Jordan elimination to solve the system
x+2y –2z        = -3
w + 2x- y                 =2
2w +4x + y – 3z    = -2
w – 4x -7y – z        =-19 (6mks)

(b) Write the vector w = (1, 1, 1) as a linear combination of vectors in the set S, where
S = {(1, 2, 3), (0, 1, 2), (-1,0,1)} (7mks)



(c) If A is a matrix given by = 1 0 30 1 −1 write down

i. Row space
ii. Column space
iii. Null space

Of the matrix A, above. (4mks)

(d) Proof that if and are subspaces of V then so is ∩ . (3 mks)

QUESTION THREE (20 MARKS)

(a) Find the rank, a basis for the row space ,a basis for the column space and a basis for the

null space of the matrix B given by = 1 3 00 −2 4 −1 2−2 03 11 −42 5 3 −1 6−4 0 (9 mks)

(b) Determine which of the two subsets is a subspace of ℝ
i) The set of all points on the line + 2 = 0
ii) The set of points on the line + 2 = 1

(5mks)
(c) Proof that:

(i) If A is an invertible matrix, then its inverse is unique.(3mks)

(ii) If A, B and C are invertible matrix and AC = BC , then A = B (3mks)

QUESTION FOUR (20 MARKS)

(a) Determine whether the set of vectors S in ℝ is linearly independent or linearly
dependent. Where, S = {(1,2,3), (0,1,2), (-2,0,1)} (6mks)

(b) Find the inverse of the matrices below (6 mks)

A =
0 1 01 0 00 0 1 B =

1 0 40 1 00 0 1 C =
1 3 −22 5 −3−3 2 −4



(c) Express the solution set of the homogenous system− 2 + − = 02 − 3 + 4 − 3 = 03 − 5 + 5 − 4 = 0− + − 3 + 2 = 0
as a span of solution vectors . (4 mks)

(d) Find the dimension of the subspace W= ( , , , ) of ℝ where =[1 −3 1] . = [−2 6 −2] = [2 1 −4] = [−1 10 −7] (4mks)

QUESTION FIVE (20 MARKS)

(a) Solve the system − 2 + 3 = 9− = 3 = −42 − 5 + 5 = 17
using Gauss- Jordan elimination method                                                         ( 7mks)

(b) For the set of vectors in , . The set

(c) S = 0 82 1 0 21 0 −1 31 2 −2 01 3 = { ⃗ ⃗ ⃗ ⃗}. Express ⃗ as a

linear combination of the vectors ⃗, ,⃗ and ⃗ (6mks)

(d) Find the kernel of the linear transformation, ∶ ℝ → ℝ
defined by ( ) = ( ), where

A = 1 −1 −2−1 2 3 (7 mks)


