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QUESTION 1:

(a) List four desirable classical properties which an estimator should posses. ( 4 marks)
(b) If X, and X, arethe respective means of random samples of sizes n, and n, froma
population with mean m; prove that an unbiased estimator of mis given by

. nX. +nX
m= 1M 2 2
n, +n,

(6 marks)

(c) Thefollowing random sample was obtained from a population with mean m and

variance, s *

12, 8,11, 10, 8,8,3,9.11, 10
Obtain the unbiased estimatesof m and s * (5 marks)

(d) Supposethat E@q,)=E(,)=q,,Var(g,)=s,’ and Var(@,)=s,’

A new unbiased estimator of ¢, isto beformed by

s =aq; + - a)qz
How should the constant ‘a’ be chosen in order to minimize the variance of of3?

Assume that qu and qu are independent. (S marks)

(e)Define the following terms as used in theory of estimation:
(i)a point estimate
(iN)a point estimator
(iii)aparameter
(2+2+1maks)
(f) Let X1,X2,........ Xn be arandom sample drawn from an exponentially distributed
population with parameter q and probability density function given as

f(x)=ge™ X>0
=0 elsewhere
Show that the maximum likelihood estimator (MLE) for q is %: n
2 X
i=1
(5 marks)



QUESTION 2:

(d)Consider asimple linear regression model of the form :

Y, =b,+b, X, +e, fori=1,2, .......... N
Where b, and b, are constants which are population parameters and e, isthe model

error

By minimizing the residual sum of squares, obtain the least squares estimatorsof b, and
b,. (10 marks)

(b)Let 60 and 61 be respectively the estimators of b, and b,.Show that,
(i) E(b,)=b, (4 marks)

(i) E(b,)=b, (4 marks)

Explain the importance of the resultsin (i) and (ii) above, in estimation theory.

(2 marks)
QUESTION 3:
(&)What is a consistent Statistic? (2 marks)
(b)Consider X1, Xa,.......... ,Xn to be arandom sample of size n drawn from a population

with unknown mean m and variance s ?.If S?isthe sample variance, show that,

2

1 isaconsistent estimator of s 2 (8 marks)
n_

( ¢)For arandom sample of sizen, X1,X2, ......... Xn drawn from a population with mean m

and variance s ?, show that

i)both %(X1+X2) and X, areunbiased estimatorsof m (5 marks)

i) %(X1+X2) is not a consistent estimator of m (5 marks)



QUESTION 4:

(a)Given arandom sample X1, Xo,........... ,Xn from adistribution having a probability
density function, f(x;q), q € Q, illustrate how you would get the maximum likelihood

estimator of for the population parameter q . (6 marks)

(b)Suppose that arandom sample of size nisdrawn from a Bernoulli distribution whose
probability mass functionis

f(x)=qx(1_q)1_X1111111X:01l.0£q Sl

Obtain the maximum likelihood estimator (MLE) for ¢ (7 marks)
(oLet X1, X2, cvuvnnnn, ,Xn be arandom sample from anormal distribution, N(q ,1),

— o< <. Show that X isthe MLE for q (7 marks)
QUESTION 5:
(a)i)Define Sufficiency in relation to estimators (3 marks)

ii)State the factorization theorem of Fisher and Neyman pertaining to sufficiency

(4 marks)
i) Let X1, X2,evvnnneen. ,Xn bearandom sample of size n from a Geometric distribution
that has probability function
f(xX)=q-q)* for x=0,1,2,3,....... ;0<qg<l
Show that T = Zn: X, isasufficient statistic for q (6 marks)
i1
(b) Let X1, X2,.cvnnnee. ,Xn be arandom sample of size n from the negative exponential
density,
f(x)=qge™,,,,,,,,,, for,,x>0
=0 otherwise.
Obtain the method of moments estimator for q (7 marks)



